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Ultimate strength prediction of
I-core sandwich plate based on

BP neural network

WEI Yuwen, ZHONG Qiang, WANG Deyu”
State Key Laboratory of Ocean Engineering, Shanghai Jiao Tong University, Shanghai 200240, China

Abstract: [Objectives] In view of the incomplete evaluation of the ultimate strength of I-core sandwich panels in the
past, a BP artificial neural network method is proposed to quantitatively determine the influence of relevant
parameters on the ultimate strength of I-core sandwich panels. [Methods] First, the ultimate strength of I-core
sandwich panels under axial compression are investigated using the nonlinear finite element method. Second, a BP
neural network is constructed to predict the ultimate strength of I-core sandwich panels with different face plate
slenderness ratios between longitudinal webs, plate slenderness ratios of webs and column slenderness ratio of one
longitudinal web. Finally, a formula for predicting the ultimate strength of I-core sandwich panels using the artificial
neural network weight and bias method is proposed. [Results] The mean square error MSE and correlation
coefficient R of ultimate strength prediction using the BP neural network method are 0.001 2 and 0.981 8
respectively. The proposed neural network model has good prediction accuracy, and the maximum error is less than
10%. [Conclusions] This study can provide references for the application of I-core sandwich panels in hull structures.
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0 Introduction

An increasingly high standard for lightweight is
raised in the design of modern ships to enable high-
er cargo loading and economical efficiency and ob-
tain lighter hull structures on the premise of ensur-
ing its due performance. Compared with the tradi-
tional stiffened panel, the I-core sandwich panel
boasts excellent performance in fatigue resistance,
crashworthiness, explosion impact resistance, vibra-
tion & noise reduction, etc. ™, thus attracting in-
creasing attention in marine engineering. For exam-
ple, metal sandwich structures have been applied to
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the antenna platform @ of US Navy warships and
the deck ¥l of German ferries and cruise ships.

Some scholars have studied the strength of metal
sandwich panels. For instance, Li et al.[ used a
nonlinear finite element (FE) method to compare
the ultimate bearing capacity of I-core sandwich
panels, U-core sandwich panels, and stiffened pan-
els under uniaxial compression, providing a refer-
ence for the study of the in-plane bearing perfor-
mance of metal sandwich panels. Hong et al. ], re-
sorting to a nonlinear FE method, simulated the ulti-
mate bearing capacity of metal sandwich panels un-
der combined loads, proving the better ultimate
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bearing capacity of the designed metal sandwich
panel than that of the traditional stiffened panel.
Wang et al. [ studied the in-plane connection struc-
ture of a sandwich panel from the aspects of model-
ing method, element type, mesh size, loading rate,
initial defects, etc. Kozak [Mpresented and com-
pared the results of a test example and numerical
simulation of a steel sandwich panel under an in-
plane load, concluding that the cross-sectional geo-
metric properties of the metal sandwich panel have
a significant influence on its response under an in-
plane load. Zhu et al.® proposed and verified a sub-
model method for calculating the strength of the
panel structure of the sandwich deck, the results of
which confirmed its application in the accurate eval-
uation of structural strength characteristics.

Recent years have seen the widespread use of ar-
tificial neural networks in research areas such as
structural reliability and strength prediction thanks
to their high parallelism and fault tolerance. Mesba-
hi et al. ®) adopted an artificial neural network meth-
od to predict the formula for the ultimate strength
of a stiffened plate under uniaxial compression and
compared it with the existing empirical formula,
finding that the result obtained by this method was
more accurate than that obtained by the empirical
formula. Wang et al. % used a neural network meth-
od to analyze the ultimate strength of a steel plate
with random pitting damage, the result of which
showed that the maximum relative error between
the prediction result and the result of the FE analy-
sis was less than 10%. Ahmadi et al. ™ used artifi-
cial neural network to predict the ultimate strength
of a corroded steel plate with central longitudinal
cracks and obtained the equation for ultimate
strength prediction under different geometric and
physical conditions. Tohidi et al.*? built a new ef-
fective model with artificial neural networks to pre-
dict the buckling strength of semi-penetration bridg-
es with an I-shaped cross-section, which proved
that their method achieved a better estimation effect
than that of the code.

To sum up, despite the progress in the research
on the ultimate strength of I-core sandwich panels,
relevant evaluation needs to be further improved,
and relevant prediction formulas for the ultimate
strength of such panels under different geometric
conditions are still to be built. Therefore, focusing
on the ultimate strength of I-core sandwich panels
under different geometric conditions, this study cal-
culates and analyzes the ultimate strength of I-core

sandwich panels when they are under in-plane axial
compressional loads with the nonlinear FE software
ABAQUS and built the equation for ultimate
strength prediction by an artificial BP neural net-
work method to provide a reference for the applica-
tion of I-core sandwich panels in hull structures.

1 Nonlinear FE analysis

1.1 Geometric sizes and material param-
eters

The structure of the I-core sandwich panel inves-
tigated in this study is shown in Fig. 1, which dem-
onstrates that the panel is composed of upper and
lower face plates and an I-shaped web. Its main pa-
rameters include thickness t, of the upper and lower
face plates, web thickness t,, web height h,, web
spacing d,, width ¢ of the I-core sandwich plate,
beam spacing a, buckling half-wave number e, and
yield strength oy, as shown in Table 1. References
[13-16] are available for the size selection ranges.
The Young's modulus E of all FE model materials is
206 GPa, and their Poisson's ratio p = 0.3, with no
regard to the effect of material hardening. In the
subsequent analysis, three materials of different
yield strengths, which are 235, 315, and 390 MPa
respectively, are selected.

c=d xe

(b) Whole model
Fig. 1 Structure of I-core sandwich panel

Table 1 Geometric sizes and material parameters of I-core
sandwich panel

Parameter Value

Thickness t, of upper and 2, 3, 4
lower panels/mm

Web thickness t,/mm 2, 4, 6, 8
Web height h,/mm 40, 60. 80
Web spacing d,/mm 80, 120, 160

Beam spacing a/mm 2500, 3000, 3500
Buckling half-wave number e 15

Yield strength o,/MPa 235, 315, 390
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1.2 Boundary conditions

The ultimate strength of the I-core sandwich panel
structure is investigated within the ranges of three
models (Figs. 2-4): longitudinal three-span model
(with actual strong members), longitudinal 1/2+1+1/2
span model (with boundary conditions instead of
strong beams), and longitudinal single-span model
(with boundary conditions instead of strong mem-
bers).

The sizes of the strong beam of a full-scale ship
are selected for the strong beam of the longitudinal
three-span model (with actual strong members)
(Fig. 2), i.e., a web height of 380 mm, a web thick-
ness of 12 mm, a face plate width of 160 mm, and a
face plate thickness of 14 mm. The boundary condi-
tions are presented in Table 2, where U,, U,, and U,
are linear displacements and R,, Ry, and R, are angu-
lar displacements. The longitudinal boundaries of
the model are A1-A2, A1'-A2', B1-B2, and B1'- B2’
respectively. The transverse boundaries of the face
plate of the strong beam are C1-D1, C2-D2, G1-H1,
and G2-H2, and the transverse boundaries of the
web of the strong beam are E1-F1, E2-F2, J1-K1,
and J2-K2.

Strong beam

AL(ALY

BI(BI"

B2(B2)

LAZ(AZ’) /,
x (a) Top view
K2(K1)
F2(FI)
e oty ) 4 HAHD

A2(AT) \"{;/Ez(m) \’%zul) B2(B1)
[ ' _ 1
= B2(Bl)

Lzzz (A1)

Fig. 2 Longitudinal three-span model (with actual strong
members)

(b) Side view

Table 2 Boundary conditions of longitudinal three-span
model (with actual strong members)

Application range U, U, U. R, R, R
Al-Bl, Al-Bl,
A2-B2, A2-BY 0 00
VA Displacement
Al-A2, Al'-A2 load 0o 0 90 0
B1-B2, BI'-B2 0 0o 0 90 0
C1-D1, C2-D2, El1-F1, E2-F2, 0

GI1-HI, G2-H2, JI-KI, J2-K2

The longitudinal 1/2+1+1/2 span model (with
boundary conditions instead of strong beams) is
shown in_Fig: 3, and its boundary conditions are

presented in Table 3. The model draws on the
boundary condition analysis method presented in
Reference [17], with the loading edge adopting
symmetrical boundary conditions and the con-
straints on the vertical displacement and the rota-
tion angle in the y direction replacing the actual
strong members. In this figure, K1-K2 and L1-L2
represent the locations of the strong beams.

With boundary conditions
instead of strong beams

AL(AL)
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| AXA2y K2 I, 12
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z
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X

Fig. 3 Longitudinal 1/2+1+1/2 span model (with boundary
conditions instead of strong beams)

]
B2'(B1")
(b) Side view

Table 3 Boundary conditions of longitudinal 1/2+1+1/2
span model (with boundary conditions instead of
strong beams)

Application range U, U, U, R, R, R,
Al-Bl1, Al'-BI',

A2-B2. A2-BY 0 o0
Al-A2, Al-A2" Displacement load 0 0
BI-B2, BI1'-B2' 0 0 0
KI1-K2, LI-L2 0 0

The longitudinal single-span model (with bound-
ary conditions instead of strong members) is shown
in Fig. 4, and its boundary conditions are presented
in Table 4.

ALALY BI(BIY)
Y AADY / B2(B2")
L..x (a) Top view
AXAT) B2(BI)
z | ]
B2(B1")

x A2'(A1)
X (b) Side view

Fig. 4 Longitudinal single-span model (with boundary
conditions instead of strong members)
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Table 4 Boundary conditions of longitudinal single-span
model (with boundary conditions instead of strong

members)
Application range U, v, U, R, R, R,
Al-B1, Al-BI"
A2B2, A2-BY 0 00
Displacement
Al-A2, Al-A2' load 0 0 0 0
B1-B2, BI'-B2' 0 0 0 0 0

Within the ranges of the three models, the load-
deformation curves obtained by FE analysis are pre-
sented in Fig. 5. The load value corresponding to
the highest point of a load-deformation curve is con-
sidered as the ultimate load, and the average stress
obtained by dividing the ultimate load by the cross-
section area of the I-core sandwich panel is defined
as the ultimate strength o,. In this figure, o/L repre-
sents the ratio of the deformation length J to the
length L of the I-core sandwich panel, ¢ /oy is the
ratio of the ultimate strength o,to the yield strength
oy, Where Lis I, I,, and I in Figs. 2, 3, and 4 respec-
tively. Fig. 5 indicates that the ¢,/ within the rang-
es of two models—the longitudinal three-span mod-
el (with actual strong members) and the longitudi-
nal 1/2+1+1/2 span model (with boundary condi-
tions instead of strong beams) is almost consistent.
The range of the model-longitudinal 1/2+1+1/2
span model (with boundary conditions instead of
strong members) is selected as the calculation mod-
el of this study under comprehensive consideration
of calculation accuracy and cost.

1.0 ¢
0.8k \ 1
1 [
II
|
0.6 - |
& |
= |
5 |
04|
== Longitudinal three-span model
(with actual strong members)
—— Longitudinal 1/2+1+1/2 span model
0.2 (with boundary conditions instead of strong beams)
—— Longitudinal single-span mode
(with boundary conditions instead of strong memebers)
0 L P s . 1 X104
2 4 6 8 10 12

/L
Fig. 5 Comparison of load-deformation curves of I-core
sandwich panel under axial compression with the
ranges of different models

1.3 Initial geometric defects

Structures are all exposed to some initial defects
inevitably, which, however, significantly affect their
failure mode and ultimate bearing capacity. The ini-
tial deformation of the I-core sandwich panel is giv-
en in_the following three forms: the initial deforma-

tion of upper and lower face plate elements, that of
core web elements, and that of the whole structure.
In this study, the MSC Patran software is adopted to
add initial defects to the stiffened panel model. Spe-
cifically, the initial deformation shown in Eq. (1) is
applied to the upper face plate, that shown in
Eq.(2) is applied to the lower face plate, that shown
in Eq. (3) is applied to the core web, and that shown
in Eq. (4) is applied to the whole structure.

. {emx\ . [my
wop[:A(,sm(T)sm(d—w) (1)
emx Yy

oA [
Wopb 0 Sin P s1n(dw) (2)
hy . (emx\ . [mz
Wocz—onsm(—)sm — (3)
d, a h,
w(,gzsnsm(ﬂ) (4)
a

1 bw Ty
In these equations,A,=0.1/°t,, where 8 = N E
P

is the flexibility coefficient of the panel; B,=0.001 5a;
e is the buckling half-wave number and is defined
as the smallest integer that meets the requirement

ald, < Vele+1).
1.4 Convergence analysis

As for the mesh size, 1/8, 1/4, 1/2, and one time
the height of the core web are selected for analysis,
with the numerical results of the I-core sandwich
panel under different mesh densities presented in
Table 5.

Table 5 Numerical results of I-core sandwich panel with
different mesh densities

Mesh size/mm o, /MPa
1/8h, 183.671 7
1/4h, 184.3199
1/2hy, 189.5356

hy, 207.3453

The calculation results in the table indicate that a
reasonable result can already be obtained when the
mesh size is 1/4h,, compared with that in the case of
a higher mesh density. Therefore, the subsequent
FE analysis adopts the mesh size of 1/4h,,

1.5 Simulation technique and result veri-
fication

The commercial software ABAQUS is adopted
for nonlinear FE analysis, the S4R four-node shell
element is used for modeling, and the Riks method
is employed for calculation and analysis. As one of
the iterative control methods that perform numeri-
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cal calculations most stably, efficiently, and reliably
for nonlinear analysis of structures at the moment,
the Riks method can well analyze the nonlinear pre-
and post-buckling of structures and track the buck-
ling path.

Before massive FE analysis of ultimate strength,
simulation calculation is performed according to the
existing test results of I-core sandwich panel struc-
tures™ to verify the accuracy of the nonlinear FE
technique used in this study and the calculation re-
sults. The sizes of the simulation model are as fol-
lows: The length and width of the I-core sandwich
panel are 3 000 and 500 mm, respectively; the thick-
ness of the upper and lower face plates is 3 mm, the
height of the core web is 60 mm; the core web spac-
ing is 80 mm. An ideal elastic-plastic material with
a yield strength of 235 MPa is adopted, and the ini-
tial geometric defects described in Section 1.3 are
added to it. Under an in-plane load parallel to the di-
rection of the core web, the load-end shortening
curves of the I-core sandwich panel are shown in
Fig. 6. The peak strength error is about 3.67%, and
the end shortening error is about 0.007 5%. The FE
simulation result is in good agreement with the
curve in Reference [7], and the failure mode is also
similar to the test result (Fig. 7). Therefore, the FE
analysis method adopted here is applicable to and
reasonable for the subsequent simulation calcula-
tion.

08 F — Resultin Reference[7]

—— FE simulation result

0 1 L 1 ') i
0 0.004  0.008  0.012 0016  0.020
dla

Fig. 6 Comparison of load-deformation curves of I-core
sandwich panel under axial compression

(a) Model test™
Fig. 7 Comparison of failure mode between model test and FE
simulation

(b) FE simulation

2 BP neural network structure

Acrtificial neural networks are well equipped for
the prediction of the output of complex systems. BP
neural networks, also known as back-propagation
neural networks, are a widely used neural network
model featuring high nonlinearity and generaliza-
tion. A BP neural network can be divided into three
layers: input layer, hidden layer, and output layer,
with each containing multiple neurons. A BP neural
network processes input data through multi-layer
neurons: when a learning mode network is given,
the activation values of the neurons are transmitted
from the input layer to the output layer via the hid-
den layer, and the neurons at the output layer output
respond corresponding to the neurons at the input
layer; for a smaller error between the actual output
value and the expected one, the error signal is trans-
mitted from the output layer to the hidden layer and
then to the input layer to adjust the connection
weight, thereby ensuring a small error between the
predicted value output after training and the desired
predicted value.

The input layer of the neural network structure
adopted here contains three neurons—the face plate
slenderness ratio f,, web slenderness ratio g,, and
slenderness ratio A of the column with one web, and
they are respectively expressed by the following

Eqgs.:
_by [fox
ﬁp - Z.p E (5)
_hy fo
b=\ E (6)

A= % oy E )
r= /A 8)

where | represents the moment of inertia of the
cross-section containing one web and the related
face plates; A is the area of the cross-section con-
taining one web and the related face plates.

The output layer contains one neuron that repre-
sents the ratio of ultimate strength to yield strength
o,oy. The commonly used training functions in
Matlab include Trainlm, Traingd, Traingdm, Traing-
da, and Traingdx. To select the proper training func-
tion, this paper, by inputting training samples, de-
cides that the hidden layer contains nine neurons,
the maximum number of training is 1 000, and the
training accuracy is 0.002 0. Then, the training re-
sults obtained with different training functions are
compared to select the optimal training function, as
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shown in Table 6.
The iteration accuracy in Table 6 is the mean
square error after the iterations end. And Trainlm is

the optimal training function in terms of both the
number of iterations and iteration accuracy.
One or two hidden layers and the grids under dif-

Table 6 Performance comparison of different training functions

Function Algorithm Number of iterations Iteration accuracy
Trainlm Levenberg-Marquardt method 25 0.0020
Traingd Gradient descent method 1 000 0.0121
Traingdm Gradient descent method with momentum factors 1000 0.034 7
Traingda Gradient descent mehtod with self-adaptive learning rate 1 000 0.0059
Traingdx Gradient descent mehtod with self-adaptive learning rate and momentum factors 1 000 0.0101

ferent numbers of neurons are adopted for training,
and the results are shown in Table 7. Comprehen-
sive consideration of the number of iterations and it-
eration accuracy reveals that among the 17 training
models, the optimal one is the one with a single hid-
den layer that has nine neurons. Therefore, one hid-
den layer with nine neurons is adopted for this
study.

Table 7 Performance comparison of different numbers of
hidden layers and neurons

heons  poma Mol lenton
Hidden Layer 1 Hidden Layer 2
3 0 1000 0.0022
4 0 1 000 0.003 4
5 0 1 000 0.002 5
6 0 1000 0.0027
7 0 235 0.002 0
8 0 360 0.002 0
9 0 25 0.0020
10 0 72 0.001 9
11 0 133 0.002 0
12 0 71 0.001 9
3 3 71 0.002 0
3 4 150 0.002 0
3 5 153 0.001 9
3 6 192 0.001 9
3 7 52 0.002 0
3 8 289 0.0020
3 9 85 0.002 0

The topological structure of the three-layer BP
neural network adopted in this study is 3-9-1, as
shown in Fig. 8. To be specific, the layers are con-
nected by weight w and bias b, with no connection
among the neurons at the same layer. The Trainlm
function is selected fors training, with a _maximum

number of training steps of 1 000 and a target error
of 0.002 0.

< 5

Input layer Hidden layer Output layer

Fig. 8 Structure of BP neural network for predicting the ratio
of ultimate strength to yield strength of I-core sandwich
panel

The logsig function is adopted as the transfer
function of the hidden layer, with its basic expres-
sion presented as

f) = —— 9)

The input of the j-th neuron at the hidden layer is

n
vinput; = ’Zw,-jx,-

i=1

+b; (10)

where wj; is the weight between the input layer and
the hidden layer; b; is the bias between the input layer
and the hidden layer; n is the number of neurons at
the input layer; x; is the value of the i-th input neuron.

The output of the j-th neuron at the hidden layer is
1

A +exp(—yinput;) (11)
The purelin function is adopted as the transfer
function of the output layer, with its basic expres-
sion presented as
fl)=x (12)
The input of the output layer is

in
yinput, = [Z Wil

k=1

+ by (13)
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where wj, and by are the weight and bias between
the hidden layer and the output layer respectively;
m is the number of neurons at the hidden layer.
The output of the output layer is
youtput, = your put, (14)
As the error signal back-propagates, the weight is
corrected layer by layer according to the error back-
ward, and the network is updated through the con-
stant updating of the weight:
w(t + 1) = w(t) + nerror(t)yyout put(t) (15)
b(t+ 1) = b(t) + nerror(t) (16)
where t is the number of iterations; error is the dif-
ference between the expected output and the actual
one; 7 is the learning rate; youtput is the output of
the neuron.
To measure the accuracy of the operation results
of the BP neural network, this study adopts the
mean square error MSE and correlation coefficient

R to evaluate the operation results:

4q
Z (y()utpu[predlcred - y()utputdemed)z
o (17)

q

MSE =

Z (you[putprcdicted - you[putdcsircd)
i=1

R=1-

q (18)
Z (y()ld[]m predicted y()u[puldénréd)

i=

where ¢ is the number of data; youtput, egiceq iS the
output predicted value; youtputy.q iS the desired
predicted value. The correlation coefficient R repre-
sents the degree of the correlation between the pre-
dicted value and the actual one, and the R value
closer to 1 indicates higher prediction accuracy of
the network. In this study, 252 groups of datasets
are adopted as the database for the operation of the
BP neural network, with some data listed in Table 8.

Table 8 FE simulation results

No. P B, B o, oy No. 2 By B o, fory
1 63706 1.3510 0.675 3 0.880 7 33 31853 0.6755 1.3510 0.9549
2 6.715 4 13510 03378 08921 34 3.3577 0.6755 0.6755 0.9929
3 7.003 7 1.3510 0.2252 0.8504 35 35019 0.6755 0.4503 0.996 8
4 7.249 1 13510 0.168 9 0.795 4 36 3.624 5 0.6755 0.337 8 0.996 7
5 6.099 1 0.900 7 0.6755 0.944 7 37 6.2400 20265 0.675 5 0.581 4
6 6.3528 0.900 7 03378 0.9820 38 6.492 9 2.0265 0.337 8 0.604 5
7 6.576 6 0.9007 0.2252 0.981 9 39 6.7154 2.026 5 0.2252 0.5859
8 6.7759 0.900 7 0.168 9 0.976 4 40 69130 20265 0.168 9 0.5650
9 5.894 5 0.6755 0.6755 0.953 1 41 6.006 7 13510 0.6755 0.710 8
10 6.094 4 0.6755 0.3378 0.996 0 42 6.187 3 1.3510 0.337 8 0.788 9
11 6.276 1 0.6755 0.2252 0.9974 43 6.352 8 1.3510 0.2252 0.776 7
12 6.442 2 0.6755 0.168 9 0.996 9 44 6.5050 13510 0.168 9 0.760 1
13 44313 13510 1.0133 0.861 6 45 5.8233 1.0133 0.675 5 0.7516
14 47311 1.3510 0.506 6 0.8729 46 5.963 4 1.0133 0.3378 0.882 1
15 4.9652 1.3510 0.3378 0.856 0 47 6.094 4 1.0133 0.2252 0.8913
16 5.1538 1.3510 0.2533 0.8308 48 6.2174 1.0133 0.168 9 0.883 9
17 42471 0.9007 1.0133 0.928 1 49 43115 2.026 5 1.0133 0.669 0
18 44769 0.9007 0.506 6 0.974 1 50 4.540 3 2.026 5 0.506 6 0.714 0
19 4.669 2 0.900 7 0.337 8 0.974 6 51 47311 2.026 5 0.3378 0.703 6
20 4.8327 0.900 7 0.2533 0.970 2 52 48930 20265 0.2533 0.6856
21 4.1193 0.6755 1.0133 0.9429 53 4.160 0 1.3510 1.0133 0.801 5

22 4.3049 0.6755 0.506 6 0.9920 54 4.328 6 1.3510 0.506 6 0.852 6

23 4.466 4 0.6755 0.3378 09951 55 44769 1.3510 0.337 8 0.8517
24 4.608 4 0.6755 0.2533 0.992 0 56 4.608 6 1.3510 0.2533 0.8373

25 34293 1.3510 1.3510 0.900 3 57 4.0510 1.0133 1.0133 0.847 2

26 3.692 6 1.3510 0.6755 0.918 6 58 4.184 2 1.0133 0.506 6 0.907 1

27 3.8869 1.3510 0.4503 0.9024 59 4.304 9 1.0133 0.337 8 09136

28 4.036 6 1.3510 0.3378 0.883 4 60 44149 1.0133 0.2533 0.909 0

29 3.2824 0.900 7 1.3510 0.943 7 61 3.3190 20265 1.3510 0.714 7

30 34915 0.9007 0.6755 0.980 0 62 35270 2.026 5 0.6755 0.775 6

31 3.658 4 0.900 7 04503 0.979 4 63 3.692 6 2.026 5 0.4503 0.783 6

32 37951 0.900 7 0.3378 0.969 3 64 3.828 0 2.026 5 0.337 8 0.7772
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Before the analysis, the initial input data need to
be normalized to eliminate the influence of dimen-
sion due to the significant difference in the value
range of input data. In this study, the database is
normalized to the extent that it is within the interval
[0, 1]:

, X, —min{D)
= tnax(D)— min(D)
where D represents a group of series in the dataset;
min(D) is the minimum value and max(D) is the
maximum value in this group of series; x, is the val-
ue to be normalized; x,' is the normalized value.

The datasets in the database are randomly divid-
ed into training sets, validation sets, and testing
sets. They account for 70%, 15%, and 15% of the
total datasets, respectively, and are independent of
each other. Among them, the training sets are used
for model training; the validation sets are for the
validation of the trained model to test whether the
model performs well on new data and thereby to fa-
cilitate the adjustment of the hyper-parameters of
the model, and the testing sets are for the final eval-
uation of the neural network model.

(19)

3 Results and discussions

3.1 Numerical results

Table 8 lists the ¢,/0v, of some structures in 252 |-
core sandwich panels under an in-plane axial com-
pressional load obtained by FE simulation. The ta-
ble reveals that regarding all the I-core sandwich
panels, their face plate slenderness ratio g, is be-
tween 0.67 and 3.51, their web slenderness ratio S,
is between 0.16 and 1.76, and their column slender-
ness ratio 4 is between 3.00 and 9.40.

3.2 Operation results of BP neural net-
work

As described in Section 2, a topological structure
of 3-9-1 is designed for the three-layer BP neural
network, and the ultimate strength of I-core sand-
wich panels with different g, g,, and A under an in-
plane axial compressional load is predicted. Figs. 9-12
present the correlation between the expected value
and the predicted one of 4,/5y in the training sets,
validation sets, testing sets, and all the sets respec-
tively. These figures show that all the data are locat-
ed near the x =y curve. Specifically, the correlation
coefficient R in the testing sets is 0.981 8, suggest-
ing high correlation and coincidence.

Fig. 13 shows the expected and predicted values
of o,/0y in the testing sets and the error between
them. Among the 38 groups of data in the testing
sets, the maximum error between the expected and
predicted values is 0.082 2, and the mean square er-
ror MSE is 0.001 2. This result proves that the BP
neural network structure adopted in this study deliv-
ers favorable prediction performance.
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An equation for predicting the ultimate strength
of I-core sandwich panels with different g, 4, and
A under an in-plane axial compressional load is put
forward on the basis of the weight and error of the
BP neural network.

Y

9

Ty Z :

p = Wi X; + b, (20)
=1

where
1

T T exp(-6)
in which G can be expressed by the following for-

mula:
G= |:Z WiiXi

i=1

(21)

+b; (22)

The values of the parameters in Eqs. (20) to (22)
are presented in Table 9, where k, j, and i represent
the k-th, j-th, and i-th neuron at the output layer, hid-
den layer, and input layer respectively.

3.3 Verification of BP neural network

model

Table 10 lists the geometric sizes of 20 I-core
sandwich panel structures used to test the BP neural
network model and the ultimate strength of these
structures under an in-plane axial compressional
load. The f,, B, and 4 of these metal sandwich pan-
el structures are all within the ranges described in

Table 9 Values of parameters in ultimate strength
prediction equation for I-core sandwich panels

ko i wy, b, W b,
11 1 1578783
2 -13175 80605 113429  3.508 448
3 1.24268
21 -3.18467
2 129449 1423529 0202705
3 172595
31 -59536l
2 1123642 1.084991  —0.37616
3 0.961 726
4 1 2914318
2 336112 —14.7472  0.815201
3 4365897
S 0309728
2 1553194 340143  —0.13502
3 126044
6 1 —130116
2 673154 188673 249259
3 8.029399
7 1 6911944
2 12.65335  —9.69139  —0.17238
36526226
8 1 2203471
2 6820759  1.637875 253826
3 754144
9 1 634371
2 —133371  S5.825758  0.036682
3 352282
Section 3.1.

The BP neural network built above is applied to
predicting the ultimate strength of the I-core sand-
wich panels in Table 10 under an in-plane axial
compressional load, and the results are presented in
Fig. 14. This figure shows that the maximum error
between the expected value and the predicted one is
0.086 1 and the mean square error MSE is 0.001 1,
proving that favorable prediction results are
achieved.

3.4 Sensitivity analysis

As sensitivity analysis needs to be conducted to
evaluate the influence of the three variable parame-
ters of the input layer on the output, and the sensi-
tivity analysis method based on connection weights
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Table 10 Parameters of I-core sandwich panels

No. Pl by Bu oL /oy
1 49622 0.965 0 0.5629 09214
2 51312 0.9650 03378 0.949 6
3 5.283 2 0.9650 0.2413 0.9450
4 58290 23462 0.6517 0.5028
5 6.013 8 2.346 2 0.391 0 05129
6 6.180 7 2.346 2 0.2793 0.502 2
7 5.638 6 1.6759 0.651 7 0.6182
8 57792 1.6759 0.3910 0.648 9
9 5.909 6 1.6759 0.2793 0.647 4
10 49276 1.740 4 1.0153 0.6758
11 51749 1.740 4 0.609 2 0.679 8
12 5.3800 1.740 4 04351 0.666 9
13 49435 1.2432 0.609 2 0.852'1
14 51161 1.243 2 0.4351 0.8517
15 3.713 2 20265 0.788 1 0.681 2
16 3.859 8 2.026 5 0.4729 0.705 2
17 3.9875 20265 03378 0.709 6
18 3.5962 1.447 5 0.788 1 0.801 5
19 3.7102 1.447 5 0.4729 0.829 8
20 3.8132 1.447 5 0.337 8 0.834 1
1.0

T | :
08 s -
g 00f
S04tk « Expected value
+ Predicted value
02F = Error
ole s s wowu ot w o B gy oo
0 2 4 6 8 0 12 14 16 18 20
Data group

Fig. 14 Error between expected data and predicted outputs of
ooy

is adopted (8, The degree of the influence of the in-

put variables on the output variables can be ex-

pressed by the following formula

m

n
Z [wi;- ”’szZ (Iw; - wyeD]
=1

j=1 =

121 i [fw;, - Wﬂ"l/’Z (Iw; - wih]
=1

=1 j=1

Q (23)

The relative degrees of the influences of the input
variable parameters g, f,, and 1 on the ¢ /oy of the
I-core sandwich panel structures under an axial in-
plane compressional load are thereby obtained and
shown in Fig. 15. Specifically, g, reports the rela-
tively lowest degree of influence of 26.87% while
B, has the relatively highest degree of influence of
39.99%,

39.99%

26.87%

| F
. 4,
i

33.15%

Fig. 15 Relative importance of the input variables 4, f,,, and
2 on the response variable of ¢ /o of I-core sandwich
panels

4 Conclusions

In this study, the ultimate strength of 252 I-core
sandwich panel models under an in-plane axial com-
pressional load is calculated and analyzed with the
nonlinear FE software ABAQUS, and an equation
for ultimate strength prediction is built by an artifi-
cial BP neural network method. The following con-
clusions are reached for the sizes of the examples
calculated in this study:

1) Compared with the results of nonlinear FE cal-
culation, the ultimate strength predicted by the BP
neural network method has a mean square error
MSE of 0.001 2, a correlation coefficient R of
0.981 8 respectively, and a maximum error of no
more than 10%, indicating favorable prediction per-
formance.

2) The web slenderness ratio f,, has the relatively
lowest degree of influence on the I-core sandwich
panel structures, is 26.87%, whereas f, has the rela-
tively highest degree of influence, is 39.99%.

3) An equation for predicting the ultimate
strength of I-core sandwich panels under an in-
plane axial compressional load is put forward on
the basis of the weights and biases of the designed
neural network structure, and it can provide a refer-
ence for the application of I-core sandwich panels
in hull structures.
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